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. . Mycin: Is Meningitis a hospital ired ill ?
 Lots of work on explanations back in the Docior why? e CoAeR TIRESS
Mycin: [2.0] this will aid in determining the orgamisms that might be causing the
19808 and 19908 infection
. It has already established
° neo MYCI N etC ‘to eXp|a|n expert [2.1] the infection that requires therapy is meningitis
! [2.2] organisms were not seen on the stain of this pending csf culture
[2.3] the type of infection is bacterial
SySte mS [2.4] neurosurgery is not one of the relevant items of patient 100
. . [2.5] the age of patient 100 is greater than 25
° Ben Shne|derman Ve rSUS Pattle Maes therefore if [2.6] the infection was acquired while the patient was in hospital then
. there is evidence that the organisms that might be causing the infection are E
debate IN the 1 990 S coli(0.75) staphylococcus-coag-pos(0.3) pseudomonas-aeruginosa(0.3)
klebsiella-pneumoniae(0.5)
. Doctor: How 2.3
¢ TranSpa renCy and trU St |mp0 rtant M?/(éig:r Th?av¥ollowing rules concluded about the likelihood that the type of the
infection is bacterial:
 Also work on autonomous agents and 5 I ROLES00 (051
decision-making in the early 2000s o) RULES02 (0.07)
. i . [3.1] RULE526 (0.98)
 But really ramped up since 2010s with rise 2 RULEo4 096

In machine learning and black-box models
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 Industry-led by tech giants
* Microsoft's Guidelines for Human-Al Interactions
« Google’s Responsible Al practices and People+Al Handbook
» |IBM’s Everyday Ethics for Artificial Intelligence
 Fujitsu’s Al Ethics Impact Assessment Practice Guide

« EU Assessment List for Trustworthy Artificial Intelligence (ALTAI)

« EU Al Act (in draft)
« High harm applications need to be assessed and transparent
« Generative Al will have to be transparent
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Transparency
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 How the Al model works « Currently somewhat overlooked:
- Why a specific prediction was * Why was the model developed
made by the Al ...or not in the first place

* What training data was used to
develop the model

« How was the model evaluated
v preparation Aletve;ﬂ:g::d * HOW gOOd iS it
@, 8 - « What biases or blind spots

Why is Al needed? Collecting data se Dataset

pieeonly o, does it have
el e s et - What decisions about the Al

were made during its
development
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Explainable Al (XAl)




LISANCULAN Explainable Al (XAl) vision (2016)
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VA VIBITAS WTA

Today
X * Why did you do that?
o Machine Decision or * Why not something els?e?
Training . Learned Recommendation * When do you succeed”
Data = Learning Function ’ « Whendo you fail?
Process « Whencan | trust you?
» How do | correct an error?
\ 4 [
+ | understand why C /
New + 1 understand why not d I I b rate d
Training | Machine | Explainable | Explanation + | know when you succeed .
Data Learning Model Interface * 1 know when you fail da p p ro p Il ate
Process * | know when to trust you
* | know why you erred tru St
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Model understanding is absolutely critical in several domains, particularly those
involving high potential for harm, to support debugging, bias detection and
recourse
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* Global explanations:
* Exposing the model

* Local explanations:

« Exposing (combination of)
features that contribute to a
decision
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Local explanations
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» Explains important feature that led
to a decision

» Uses a post-hoc explanation on a
simplified model

* Another popular method which
outputs feature importances:
SHAP

[Ribeiro et al. KDD 2016]
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« Use examples (synthetic or natural) to explain individual predictions

* |dentify instances in the training set that are responsible for the prediction of a
given test instance

* |[dentify examples (synthetic or natural) that strongly activate a function
(neuron) of interest



a| Unuversity

e A Counterfactual Explanations
=D L it e

VA VIRITAS WITA

Oilthigh Ghlaschu

What features need to be changed and by how much to flip a model’s prediction?

e

Crested Auklet ¢’= Red Faced Cormorant

C

[Mothilal et al 2020]
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Input Prediction
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Model parameter randomization test

Cascading randomization
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Adebavyo, Julius, et al. "Sanity checks for saliency maps." NeurlPS, 2018.
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conv2d_1a_3x3


https://arxiv.org/abs/1810.03292
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Global explanations
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How important is the notion of “stripes” for this prediction?

[Kim et. al., 2018]
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d

Black Box \

Model

Model Distillation
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vll, v12

Data

Label 1
Label 1
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Simpler, interpretable model
which is optimized to mimic
the model predictions
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Human-Centric Explanations
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« Explainability = system-centric ability of an Al system to explain itself

* Interpretability = human-centric ability of a user to build an appropriate
mental model that guides interaction with the Al system

» Understanding of how the system works
« Being able to use the system successfully
« Being able to "trouble-shoot’ system and fix ‘mistakes’
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« A mental model is a kind of internal representation in someone's thought process
for how something works in the real world

« Users build mental models to guide how they interact, behave or fix things when
they go wrong through

» Extending and adapting existing mental models
« Exploring and using a system
* Being taught or having things explained

See:
- Norman 1983
- Johnson-Laird 1983



IS ENCOLAN Lots of work to make explanations ‘useable’

=) of Glasgow

Oilthigh Ghlaschu

* What should be explained?
 Global/local explanations, intelligibility types, etc.

« How should we explain?
» Natural language dialogue, textual explanations, visualisations, etc.

22
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« What did the system do?

* Why did the system do W?

« Why did the system not do X?

« What would the system do if Y happens?

 How can | get the system to do Z, given the current context?



Py

TEISANCOLAN Explanation content versus explanation
presentation/style

=) of Glasgow

Oilthigh Ghlaschu

« What information is transmitted in an explanation versus its form and presentation
« E.g. decision confidence

0.67341
67% Accept / 33% Reject

9

| think it’s a little bit more
likely that this application
should be accepted.
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* End users / lay users (e.g. loan applicants)

» Decision makers / domain experts (e.g. doctors, judges)

« Regulatory agencies (e.g. FDA, European commission)

« Researchers, developers and engineers
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* Need to know who the useris
» Global or local explanations or both?

* Global explanations
 How the model works
« The accuracy of the model
 Important features

» Local explanations
 Important features for this decision
 Decision confidence
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« What explanation styles do end-users prefer?

Email message 56

From:briant.baker@enron.com;
To:daren.farmer(@enron.com;
Sent time:2006:1:18 8:26:41

Ny
M‘ Resumes
Subject:re: boat

I checked n@d itis 17 fi, 7 in. long, it is & Capri model # 1750CH, it has @'ﬁn ca;yThc
motor is 3.0L MerCruiser Alpha Stemdrive (135 hp)

Here's why:-
The reason the system thinks that this email message belongs (o folder “Resumes™ is because it
found the following top 3 words in the email message:

1. long

2. chcckc? 7(
ﬁ un.%n.ﬂmenﬁ;emon‘co%

But if the following words were not in lhe message, it would be more sure that the email message
really goes here.
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Keyword

Personal
From: buylow@houston.rr.com
To: j..farmer@enron.com
Subiject: life in general

Good aod — where do vou find time for all of that? You should w...

By the way, what is your new address? | may want to come by ...
your work sounds better than anything on TV.

You will make a good trader. Good relationships and flexible pri...
a few zillion other intangibles you will run into. It beats the hell o...
other things.

I'll let you be for now, but do keep those stories coming we love...

Explanation styles

Rule

Similarity

The reason the system thinks that this email message belongs to
folder “Personal” is because it found the following top 5 words in the
email message:

1. ill

2. love
3. better
4. things
5. god

But if the following words were not in the message, it would be more
sure the email message really goes here.

keep

find

trader

book

general

ORwWN =

From: toni.graham@enron.com
To: daren.farmer@enron.com

Subject: re: job posting

Daren, is this position budgeted and who does it report to?
Thanks,
Toni Graham

The reason the system thinks that this email message belongs to
folder “Resume” is because the highest priority rule that fits this
email message was:

* Put the email in folder “Resume” if:
It's from toni.graham@enron.com.

The other rules in the system are:

+  Put the email in folder “Personal” if:
The message does not contain the word “Enron” and
The message does not contain the word “process” and
The message does not contain the word “term” and
The message does not contain the word “link”.

+  Put the emall in folder “Enron News” if:
No other rule applies.

Messange #2

From: 40enron@enron.com

Ta: All ENW employees
Subjectenron net works t&e policy
From: Gregq Piper and Mark Pickaring

Flease print and become familiar with the updated ENW TEE P
business-first travel, with supervisor approval, for international fli_..
Mexico). Supervisors will be responsible for making the decision...

If you have any questions about the policy or an expense not co..
Costello.

Wouwd The message is really similar to the message #3 in “Resume”
because #2 and #3 have important words in common.

Message #3

From: toni.graham@enron.com

To: lisa.csikos@enron_com, rta wynne@enron.com,
daren farmer@enron.com

CC: renda.herod@enron.com

Subject: confirming requisitions

GConfirming the open requisitions for your group. If your records
indicate otherwise, please let me know.

Lisa| Csikos 104355, 104001
Rita Wynne 104354

Daren Farmer 104210

Mike Eiben 104323

Pat Clynes 104285

The posting dates have all been to reflect a current

nostina date
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* Explanation styles:
* Rule-based best understood

» Keyword-based also good but negative weights problematic (absence
of features)

» Serious understandability problems with Similarity-based
* No clear overall preference, very individual
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Feedback/Control

Explanation

Future improved Improved mental model,
behaviour satisfaction
See:

- Stumpf et al. IJHCS 2009
- Kulesza et al. TiiS 2011

- Kulesza et al. CHI 2012

- Das et al. Al 2013

- Kulesza et al. IUI 2015
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« Explanation
* |terative Control

« Sound

« Complete h

 Don’t overwhelm '
« Control

* Actionable Explanation

* Incremental

* Reversible

 Honour feedback
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Why Hockey?

(o . mk Mrm«_ ™ MI::«,‘; chasged "% m Search Stantey Qear |
Oilthieh G
)ilthig =

‘Mesuges in the 'Unknown’ folder Part 1.' lmportant WOI’dS
? This message has more important words about Hockey than

Originat Predicted  Prediction Re: Octopus in Detreit?
crder Sutject Lo confdence Froer geongen Sgiun (Gearpe H)

(1120 ) VM
87 e Playctt Predictions Hockey 9% e o - about Baseball
2% Re: Screduie. Basebal 0% A 25 -
> Oetron- / N\
5306 Paut Kuryta a0 Canadian W Hockey 9% >ociopw on e on she Yoabaert 3¢ et o ot e ( ti \
3908 Re: My Predictions For 1993 Basebal 6% A (05 there s0me cuttom o thesw SiDeiD b b | I h k t I iger
.‘::'" 9312 Re NML Team Captains Basebal  64% A tis 3iong Mock Redwings tacition 10 throw an G<topus I a se a oc ey S a n ey g
the G dates back 1o 52 /
comect predictions | 3396 Recughest swing Basebal  63% A onthy "m“w;wﬂt T':v.zl‘“:';lwz \ J
Rez Octopus in Detroa? & the cup 0 3 games. A 1ot handet 10 theow one rom Joe Louts seats
Prediction totals 5339 Sparky Adersom Gets win #2000, Tugers bast A's  Basebal  99% Sty o Bt chd Ol B, S o The difference makes the computer think this message is 2.3 times more
Wockey 278 W ST Re: Goalbe masks 3% Purmiest | evwr sow wag ¢ O ton o one on e S0 likely to be about Hockey than Baseball.
Basebat 917 A 9362 Ra: Young Catchers Basebal 2% 4 and the foks | mas watching with had sever heasd of and ware
X or $71 Re: Wisning Streaks S3% incredulous when | recogrized the ociepus BEFORE the camera dosesp &
.'s"",ey. T Rop Basebsl  64% A
9590 Philies Mading List? Basebal  65% 4
San B0 Reds snap S-game losing stresks RedReport 4-18  Basebal  90%
9423 Re Mgghag Dodgers Basebal 7% A
0 Re: Candiestick Park experience Jong) Basebal 9%
A3 Re: Notes on lays vs. Indians Serves T Part 2: FOlder size
$434  Re: When did Dodgers move from NY to LA?  [EEEERESTIN 3%
e s The Baseball folder has more messages than the Hockey folder
e Re Mockey and the Hapanic community Hodey 9%
3643 Re: Yooums Hockey:
Baseball:
A8 2 rew wod ee phease | The difference makes the computer thinks each Unknown message is 1.1
times more likely to be about Baseball than Hockey.

67% probability this message is about Hockey

Combining ‘Important words' and ‘Folder size’ makes
the computer think this message is 2.0 times more likely
to be about Hockey than about Baseball.

Importance

baseball bill canadian dave

david hockey player players
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* More accurate system with less effort
« 85% for our system versus 77% without explanations at end of study

 Made adjustments to 47 messages while without explanations had to label
182 messages

« With better understanding
* 15.8 mental model score versus 10.4
 The more you understand, the better you can make the system

 Does not overwhelm
 No difference in workload measures
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* No explanations desired for certain tasks and contexts [Bunt et al. Ul 2012]

« Different people need different explanations [Gunning et al. Science Robotics
2019]; lay users neglected at the moment

« Explanations calibrate trust and reliance [Bussone et al. ICMI 2015, Holliday et
al. IUl 2016, Nourani et al. HCOMP 2019]; “placebic” explanations [Eiband et
al. CHI 2019]

« Explanations might come from outside of the ML [Ehsan et al. CHI 2021]

« Explanations, and then what? [Wang et al. 2022]
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Transparency for Fairness
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» Biased humans produce biased data which gets trained into model or Al can also
go ‘rogue’ and produce a biased model
 Tools to find and mitigate bias are emerging
« 20+ different fairness metrics
« IBM Al Fairness 360
* FairML
* Google’s What-if
« Fairness is a human value and can’t be necessarily reduced to metrics
* Need transparency to understand if something is fair (or not)
« Human-in-the-loop fairness tools such as FairVis, FairSight, etc

36
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» Leverages work from Explanatory Debugging -> find and fix fairness ‘bugs’ that
do not meet users’ expectations

« Loan application domain, anonymized dataset from a partner bank

« 388 participants recruited through Prolific, no technical or domain expertise
needed

* Logistic regression, 61.8% accuracy, failed DI metric (0.718) on Nationality
attribute

» Using the average weight value for each attribute suggested by the participants
on an application, recalculated model

37
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left: 13 min Applications Application #48641 @ Compare current application
System Overview to similar application

Was the AT's decision for this application
Total number 300 Annual loan int- v | | ~$10,673 - m hatned PP Simiarity

: 100% 0
Accepted 255

Rejected 45 Fair . unfair "‘l ag =a
0% 50% 100% o

Showing 31 out of 300 applications The bar graphs below show how positively or negatively
Your fairness each attribute is censidered by AL The longer the bar,
Predicted Prediction Confidence ) I the more weight the AI places on the attribute. The calor 50%
Fair 2 [ 1D Number decision Accepted / Rejected Fairness raiting of the bar indicates to what extent each attribute has a
Unfair 3 | critical effect on the decision. The deeper the color is,
the more critical it is. The color depth does not correlate
Undecided 295 50707 Aceept 95% / 5% “ . Fair with the bar length becauss, even if the weight of
0% 50% 100% attribute is small, the effect is strong when the
attribute’s value is big.
a%
211750 Accept 96% [ 4% “ . Fair ) Rejected Accepted
How our algorithm works Suggest chang
| h . 72% 100%
The Al system learned to accept or reject loan zpplications based on 51742 Reject 27% [ 73% @ unfer
humzn-made dacisions n 700 casss, assessing how much weight & Attribute weight  + m
attach to each attribute using a statistics technique called logistic 4 A 0
regression. Each attribute has 2 value for a given lozn application (e.g. 80217 Reject 36% [ 64% . . Unfair § Shawing 202 out of 300 similar applications.
$5,000 for the requested loan amount), and the AI uses this value in Credit risk level -
combination with its weight to produce a decision, However, the Al can i1 Similarity between #48641 and #38581
be never be 0% or 100% confidant that its decision is correct. lag6a1 Reject 42% / 58% ' . Unfair Applicant's amount of
Something to note about the weights: The weights are calculated \ife insurance Attribute Similarity of each
differently based on whether the attribute is numerical (quantifiable $817.91 attribute
values, e.g. the requested loan amount) or categorical (non- 114580 Reject 29% / 51% . Undacided = — 0% 50% 100%
quantifiable values, e.g. the loan purpase). For numerical attributes A Number of insured |applicant gend
the weights are all the same whatever the value; for categorical peaple fApplcant gender --
attributes the weight depends on each value so it might change 2 emale
depending on the category. 148205 Accept 51% / 49% . Undecided Loan requested
ess through \Applicant nationality --
snoriess Branch Citizen
Attribute information 158588 Accept 51% / 49% . Undecided Loan amount il contact allowed
requested
$25,200.00 no
Attribute Importance #  Value Distributions 66602 Accent . . Undecided -
co=p) 2% [ 45% neeciee Annual loan interest Has joint mortgage --
~g21,563 I $8,198.87 YES
vonth ~g43325 | 9832 Accapt 55% / 45% , Undecided Would you involve a human officer? Loan Purpose
onthly Vehicle
household net ~$6¢4,987 . Yes No
income
486, 26074 Accept 57% / 43% ’ Undecided Loan repayment insured --
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 Participants found Ul useful and easy to use

« Used Ul to find problematic decisions through sorting/filtering on Predicted
decision, Confidence, Comparison

« 20% of assessed decisions judged unfair, mostly honing in on Nationality

* When looking at Nationality, unfair was applied to 57.6% of accepted citizens,
14.4% for rejected foreigners

« 230 participants made weight changes to 3.71 applications on average

« Suggested weight changes improved DI to 0.814
* 50% of participants increased DI (M=0.91), other half decreased it (M=0.63)

39



University
+ of Glasgow

Oilthigh Ghlaschu

Transparency for other kinds of Al
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« Explanations are delivered in visual form — no good for certain situations or
people
« Explanations are meant to be pondered — not sure how to integrate into real-time
settings for human-Al collaboration
» Currently we have a narrow view of explanations — what do we mean by
‘explanations’ and what should be explained
* Why was the model developed in the first place
* What decisions about the Al were made during its development
« What training data was used to develop the model
 How was the model evaluated
 How good is it
* What biases or blind spots does it have
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* Model Details. Basic information about the model. . Me’(tjricis. Metrics should be chosen to reflect potential realworld impacts of the
model.
— Person or organization developing model
— Model performance measures
— Model date
— Decision thresholds
— Model version i
— Variation approaches
— Model type . _ o .
« Evaluation Data. Details on the dataset(s) used for the quantitative analyses in
— Information about training algorithms, parameters, fairness constraints or other the card.
applied approaches, and features
 —Datasets
— Paper or other resource for more information o
* — Motivation
— Citation details :
* —Preprocessing

— License
* Training Data. Mag/ not be possible to provide in practice. When possible,
— Where to send questions or comments about the model this section should mirror Evaluation Data. If such detail is not possible,
minimal allowable information should be provided here, such as details of the
« Intended Use. Use cases that were envisioned during development. distribution over various factors in the training datasets.
— Primary intended uses * Quantitative Analyses
— Primary intended users — Unitary results
— Out-of-scope use cases — Intersectional results

« Factors. Factors could include demographic or phenoty{picgr_ou S, . * Ethical Considerations
environmental conditions, technical atfributes, or others’listed in Section 4.3. .
« Caveats and Recommendations

— Relevant factors

— Evaluation factors
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* Transparency is required and XAl has made some strides towards opening the
black box

* However, ‘transparency’ is a very vague term and ‘explanations’ can come in
different forms

« Need for a human-centred approach to transparency and explanations
» Consider what explanations are used/useful for
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